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Abstract

FemTech stands for female technology, which encompasses a wide range of software, products, and services designed to improve women's health through technology. Personal data used in this type of app are intimate, which highlights the importance of privacy, and therefore, comprehensibility of the privacy policies of such apps. This study explores the effect of user comprehension of privacy policies on their information disclosure intention through mediators such as privacy fatigue and privacy data control, which have rarely been studied. A scenario-based questionnaire was used to collect data from 236 females and SMART PLS 4.0 was used to conduct the analysis. Findings indicate that both mediators have an indirect-only mediation effect; however, the direction of the impact of privacy fatigue on disclosure intention was opposite to what was hypothesised. Privacy data control was found to be the stronger mediator. This study entails implications for privacy policymakers and mobile health application providers.
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Introduction

Mobile phones are powerful multifunctional devices that are capable of doing more than just communicating. Much attention is being drawn to mobile technology, especially smartphones, and many new applications are developed and launched daily that address unique needs in new areas (Zolkepli et al., 2021). In the healthcare industry, mobile technology is gaining attention, which is generally referred to as mobile health (or mHealth), which refers to providing health services through mobile devices (Zhu et al., 2021). Even several years back, there were estimated to be over 165,000 mHealth apps (Mishra, 2015).

In this study, the subject of interest was menstrual tracking apps, under the category of mHealth apps. Apps for tracking periods fall under the category of FemTech, a growing market that focuses on the needs of women and their overall well-being through technological solutions and ancillary services (Bansal, 2021). To provide the promised service, menstrual tracking apps require private information (Fowler et al., 2020). Although these applications provide several advantages to women and allow them to prepare for their period in advance, some questions remain about the accuracy, privacy claims, and in some cases, accessibility of these applications (Narayan, 2022).

A privacy policy is the only means through which app makers communicate to their users the data that they collect, and the use made of that data (Ermakova et al., 2015; Fowler et al., 2020). Even though many users are concerned with the privacy of their personal information, they rarely read privacy policies before using a service or making a purchase (Aïmeur et al., 2016; Gerlach et al., 2015). Privacy policies are often difficult to read and understand largely due to their length and complexity (Zhu et al., 2021). It is critical to present privacy policies in a friendly format because they are the primary source of information and the place where users consent to the practices about their privacy (Aïmeur et al., 2016; Aïmeur & Lafond, 2013). It is important to emphasise here that users are practically forced to accept the terms of the policy in order to utilise the service (Furnell & Phippen, 2012). In this situation, users are often faced with a dilemma where they have to choose between two unappealing alternatives (Aïmeur et al., 2016). Either the user accepts the terms of the policy at the risk of losing their privacy or the user refuses to comply with the policy in which case they are unable to use the service (Aïmeur et al., 2016; Capistrano & Chen, 2015). Even though privacy policies play a vital role in individuals’ decision-making with respect to the intention to disclose information while using any mobile applications, it is observed that the required attention is not
given by people towards privacy policies, a key reason for which is the difficulty to comprehend privacy policies (Fowler et al., 2020; Tesfay et al., 2018). FemTech apps are a type of app that requires intimate information (Siapka & Biasin, 2021; Fowler et. Al, 2020). Therefore, the need for the prospective app user to understand what information is required and how the information will be used is high, and this information can only be found in the privacy policies (Fowler et.al, 2020). This highlights the pivotal role of privacy policies in the FemTech applications. If there is an easily comprehensible privacy policy in a FemTech app, it could produce a fruitful outcome for the app providers. The literature with respect to data practices in the FemTech category apps is at its infancy stage and is slowly growing (Bansal, 2021; Fowler et. al, 2020; Siapka & Biasin, 2021). The present study focuses on how the user comprehension of the privacy policies but also how privacy fatigue and privacy data control have an impact on the user’s disclosure intention while using any menstrual tracking app, which has rarely been studied with respect to FemTech category apps.

Past literature indicates that there exists an interesting relationship between personalisation and privacy which is mainly a trade-off (Awad & Krishnan, 2006; Zhu et al., 2021), where the users are torn between the benefits that they receive when they avail of any service at the stake of their disclosure of personal information. The personalisation-privacy paradox tends to create a difference between the intended and the actual behaviour, that is, the prospective users are at conflict in their minds while disclosing personal information because they are taking a risk of disclosing their personal information with an expectation to receive the desired benefit from using the app (Awad & Krishnan, 2006; Zeng et al., 2021). These privacy concerns in the minds of the users could be reduced when presented with a user-friendly, easily comprehensible privacy policy. Thus, this paper attempts to address the issue empirically, by finding answers to the research question ‘Does perceived comprehension of privacy policies influence users’ intention to disclose information on menstrual tracking apps? and the paper also addresses the questions, ‘Do privacy fatigue and privacy data control parallelly mediate the relationship between perceived comprehension of privacy policies and user’s intention to disclose information, and, ‘If parallel mediation exists, which of the mediation paths is stronger?’

Privacy data control could be a critical point when it comes to information disclosure on apps like menstrual tracking apps. Users can manage the data that they wish to exchange with the application using a privacy policy that is presented in a user-friendly manner (Capistrano & Chen, 2015; Guo et al., 2022). Therefore, this
paper hypothesises that users' perceived control over their data can be facilitated by an easily comprehensible privacy policy, which can then encourage them to disclose information. In a contrasting manner, past literature also suggests that the language and terms used in the privacy policies in general, be it the website privacy policies or the app privacy permissions, are difficult for the users to comprehend, that is, it creates privacy fatigue, and it is more convenient for them just to click accept and proceed (Ermakova et al., 2015; Obar & Oeldorf-Hirsch, 2018). In other words, privacy fatigue would increase users’ intention to share information (Tang et al., 2020; Zhu et al., 2021). Thus, this paper hypothesises that privacy fatigue will negatively mediate the impact of perceived comprehension of a privacy policy on disclosure intention.

The paper is organised as follows: first the literature review consisting of disclosure intention and the underlying mechanisms of privacy policies. Second, the research hypotheses and the proposed conceptual model. Third, the research methodology and the analyses results and at last, the key findings, implications and the future scope for research.

**Literature Review**

**Information Disclosure Intention in FemTech Apps**

The FemTech movement has come a long way over the years to ensure women are at the centre of the design and development of such systems. This is due to a lack of data about women in general and bias and discrimination in health studies, data sets, and algorithms (Mehrnezhad et al. 2022). Despite this, security, privacy, and safety remain major concerns in the FemTech industry (Mehrnezhad et al. 2022). Since data used in FemTech technology is highly sensitive, issues related to safety and privacy might lead to catastrophic consequences.

As discussed earlier, FemTech apps require users’ intimate information to provide them with the benefits of the app (Fowler et al., 2020; Siapka & Biasin, 2021). Based on the information, these apps could provide personalised service to their users. It is important to remember that in requesting information from users, an impasse arises between the personalisation and privacy of the user because to increase the quality of personalised services, it is necessary to provide personal information (Lee & Rha, 2016). Personalisation in healthcare settings involves the acquisition and re-use of user information (Lee & Rha, 2016). As such, the ability to personalise a service is subject to a trade-off with the ability to preserve privacy. If individuals are asked to provide personal information, they may anticipate that their privacy may be
compromised eventually leading to concerns with respect to their privacy (Lee & Rha, 2016). An individual may prefer to have control over how their personal information is disclosed to others, as well as how that information is used by others (Lee & Rha, 2016).

The literature on the online disclosure of information is generally fragmented and lacks conclusive evidence. Most of the literature pertaining to online information disclosure is in the e-commerce context (Awad & Krishnan, 2006; Dinev & Hart, 2006; Li et al., 2011; Zhu et al., 2017) and there are few studies in the context of health care apps in general (Ernakova et al., 2015; Zhu et al., 2021). Studies have also been conducted on the effects of privacy policies and assurances, web seals of approval, and other privacy initiatives on consumer information disclosure (Angulo et al., 2012; Earp et al., 2005; Miyazaki & Krishnamurthy, 2002; Xie et al., 2006). However, so far, there is little empirical evidence on the effect of privacy policy comprehension on information disclosure in the context of FemTech apps, taking into consideration ‘Privacy Fatigue’ and ‘Privacy Data Control’.

**Privacy Policies**

A privacy policy explains how a website or mobile application collects and uses data about its users. Many studies show that users ignore these policies. According to a recent Deloitte survey of 2,000 consumers, 91% of consumers agree to legal terms and service conditions without reading them. The rate is significantly higher for younger individuals (18 to 34), with 97% of them consenting to terms before reading (Cakebread, 2017). Even if someone wanted to be assiduous, according to the study, it would require at least 76 workdays to read all the privacy policies they encounter (Medine & Murthy, 2019).

It is essential for users to understand how companies collect, use, and share their data. According to Aïmeur et al. (2016), their interpretation of the language of privacy policies differs significantly, primarily concerning data sharing. As a result, privacy policies can sometimes be unfair and lead to misinformed decisions. Furthermore, systems and applications integrated with social networks increase the lack of understanding of privacy policies (Aïmeur et al., 2016; Caramujo & Silva, 2015). Therefore, although a small number of people do examine privacy policies, they are often unable to assess adequately the consequences of collecting, using, or disclosing their personal information even if they take the time to do so (Aïmeur et al., 2016; Aïmeur & Lafond, 2013). Past evidence suggests that the main hurdle in understanding the privacy policy is the ability of the user to comprehend the privacy policy due to its complex language and content.
The information format of privacy policies refers to how information about the available alternatives and their characteristics are communicated and organised (Aïmeur et al., 2016; Cooper-Martin, 1993). When it comes to making a purchase, consumers assign importance to various attributes based on the way the product is presented, which in this case is the menstrual tracking app (Aïmeur & Lafond, 2013). When prospective users read the privacy policy, it influences their intention to disclose personal information in order to use the app. Therefore, changing user perception is key to enabling them to trust menstrual tracking apps with regard to their personal information. Furthermore, it will also affect their behaviour when, for instance, deciding what private data they are willing to share with menstrual tracking apps.

The present study tries to understand whether an easily comprehensible privacy policy could have a positive impact on the disclosure intention of the users through the mediating effects of ‘Privacy Fatigue’ and ‘Privacy Data Control’.

**Hypothesis Development and Conceptual Model**

**Comprehension and Disclosure Intention**

Despite privacy policies being considered an important source of information for users, do people really understand privacy policies? Privacy policies can be unfair when they are not understood correctly and may lead people to make unfavourable privacy decisions (Aïmeur & Lafond, 2013; Wilson et al., 2016). Unfortunately, some privacy policies purposefully use confusing language and are written to prevent privacy lawsuits rather than addressing user privacy concerns (Aïmeur et al., 2016). Thus, the more comprehensible a privacy policy is, the more the user will be interested in reading it and intend to disclose information. Thus, we propose,

H1: Comprehension has a positive impact on the disclosure intention

**Comprehension, Privacy Fatigue and Disclosure Intention**

In the context of online privacy, a growing number of privacy assurance protocols which are becoming increasingly complex, require users to spend more cognitive energy understanding those which tend to create fatigue in the mind of the users with respect to privacy, which is termed as ‘Privacy Fatigue’ (Keith et al., 2014). Privacy fatigue is based on the feature fatigue theory (Keith et al., 2014). Although the feature fatigue theory is specifically applied to physical technology products, it has applications in the digital realm, such as mobile apps and websites. Each digital product has privacy controls that allow consumers to share their personal information.
The theory emphasises the notion that over time, there arises a trade-off between product capability and ease of use when the number of privacy features is increased due to the dynamic technological scenario (Keith et al., 2014). As the number of privacy controls increases, there is a tendency for users to get a feeling of fatigue towards the privacy control measures. Keith et al. (2014) have developed the term ‘Privacy Fatigue’ from the feature fatigue theory and tries to emphasise that, although the increase of privacy control features tends to increase the users’ ability to control their privacy, it could also make them tired or fatigued. In this study, the feature fatigue theory is applied to the complexity of the policy with respect to the amount of information provided and the control measures provided to the users.

In a situation where the users are presented with an easily comprehensible privacy policy, it could have a negative impact on privacy fatigue (Zhu et al., 2021), since the mismatch between people's capabilities to understand the app mechanisms with respect to privacy has been suggested as a cause of fatigue in previous studies (Maslach, 2001; Zhu et al., 2021). This sense of fatigue could be reduced with an easy comprehensible privacy policy which will eventually enable the users to strengthen their beliefs in privacy rights. Thus, we propose,

**H2**: There is a negative impact of comprehension on privacy fatigue

Interestingly, some literature on privacy fatigue suggests that fatigue could actually result in greater readiness to disclose information. This literature suggests that users may simply decide to disclose information as a negative coping mechanism for protecting themselves. The experience of privacy fatigue is often characterised by both emotional exhaustion as well as cynicism, which is often caused by an inability to achieve expectations in a timely manner (Choi et al., 2018). Cynicism toward online privacy is characterised by uncertainty, powerlessness, and distrust (Choi et al., 2018; Lutz et al., 2020). This problem is exacerbated when users lose confidence in the privacy of their data and feel dissatisfied with their online experience owing to privacy cynicism (Hoffmann et al., 2017; Zhu et al., 2021). When stressed or threatened, users act actively to reduce their stress by altering what they think about the problem (Strachan et al., 2009).

People who are fatigued tend to make fewer decisions. For example, privacy fatigue may inhibit them from making decisions regarding privacy (Lutz et al., 2020). According to Choi et al. (2018), people experiencing high levels of privacy fatigue do not take action to prevent misuse of their personal information. This could be because users may not be willing to invest considerable effort into managing their
personal information due to privacy fatigue (Choi et al., 2018). During the age of information, user information has become more readily accessible to others, and users are free to share their personal information for a wide range of services (Degryse & Bouckaert, 2006). As a result, protecting user privacy is difficult and complex privacy management processes are time-consuming and draining (Choi et al., 2018; Zhu et al., 2021). Users are wearied and powerless when it comes to privacy issues due to privacy fatigue (Hargittai & Marwick, 2016; Zhu et al., 2021). It is common for users who exhibit privacy cynicism to adopt the simplest method of handling the issue. For example, accepting default privacy settings is one way to do so (Schomakers et al., 2019). Furthermore, past literature found that privacy fatigue positively impacts privacy disclosure intentions (Choi et al., 2018; Zhu et al., 2021). Hence, users are more likely to disclose their personal information to the system when they are tired of privacy issues. Thus, we propose,

\[ H_3: \text{There is a positive impact of privacy fatigue on disclosure intention} \]

The above two hypotheses with respect to privacy fatigue indicate a mediating effect between user comprehension of privacy policies and their disclosure intention, where greater comprehension of a privacy policy may actually reduce users' disclosure intention by reducing privacy fatigue.

The next section discusses a competing parallel mediation where greater comprehension of a privacy policy would increase disclosure intention through increasing privacy data control.

**Comprehension, Privacy Data Control and Disclosure Intention**

In 2018, the European Union implemented the General Data Protection Regulation (GDPR) which is considered to be the toughest privacy law on land (Wolford, 2018). The main pillars of GDPR are lawfulness, transparency and fairness. Privacy data control is also a major part of this law where the power is given to the users to control their data and also withdraw their data whenever they feel like it (Wolford, 2018). Users' permission must be explicitly requested, and all website settings must respect privacy (Aïmeur et al., 2016; Rotenberg & Jacobs, 2013). These types of laws are now being adopted by other regions of the world. For example, in India (a South Asian country), transparency (prior notice and privacy policy explaining how data is processed) is among the key tenets of the law in the latest draft of the Data Protection Bill of 2021 (Wadhwa & Bains, 2022). This makes it easier for individuals to remove, correct, and access their data (Wadhwa & Bains, 2022). In
other words, it would give them more control over their data (Aïmeur et al., 2016). For example, a privacy policy could provide an option of opt-out where the users have control over their data (Degryse & Bouckaert, 2006). An individual’s right to control his or her information is related to understanding who uses it and why. It is crucial for the user to receive clear explanations before giving permission to be tracked (Aïmeur et al., 2016; Rotenberg & Jacobs, 2013). Thus, we propose,

H₄: There is a positive impact of comprehension on privacy data control

A company that provides better information about the usage and protection of their data will have a greater chance of winning the trust of users (Aïmeur et al., 2016). Users may be more likely to trust menstrual tracking mobile apps if they provide greater transparency regarding their private information and enable them to regain control of their information (Aïmeur et al., 2016; Degryse & Bouckaert, 2006). Providing greater control of data to the users will enable them to change their perspective towards the privacy management of these health-based apps (Aïmeur et al., 2016). Thus, we propose,

H₅: Privacy data control has a positive impact on disclosure intention

The above two hypotheses indicate the mediating effect of privacy data control between the users’ comprehension of privacy policies and their disclosure intention.

Figure 1 depicts the conceptual framework of this study based on the relationships hypothesised above.

**Figure 1: Conceptual Framework**
Methodology

Data Collection

The inclusion criteria for the data collection considered are 1). Females who are in their menstrual phase and 2). Females, who under real circumstances, would be willing to install the menstrual tracking mobile application. A scenario-based questionnaire was used to collect the data. The scenario (see Appendix) included an excerpt of the privacy policy of a menstrual tracking app named ‘FLO’ and the image of the privacy portal of the same mobile app enlisting the basic guiding principles of the privacy policy for better understanding and comprehension. In the excerpt of the privacy policy, at the end, there was an opt-out option as well. At last, there was a question asked after reading the excerpt of the privacy policy and seeing the image of the privacy portal, “would you under real circumstances, install the above mentioned menstrual tracking mobile app?” The respondents were guided to fill out the questionnaire only if they answered ‘yes’; otherwise, they were guided to exit the questionnaire.

As explained above the sample was selected based on the inclusion criteria set and was reached through online means, that is, an online questionnaire was sent to the females belonging to the menstrual age group and those who have shown interest in installing the menstrual tracking app were selected as the sample. Thus, the judgemental sampling method was used to reach the respondents.

Population and Sampling

The absence of a sampling frame necessitated a judgemental sampling approach. The most widely used minimum sample size estimation method in PLS-SEM, in the field of Information Systems as well as other fields, is the “10-times rule” method (Hair et al., 2011; Peng & Lai, 2012). Among the variations of this method, the most commonly seen is based on the rule that the sample size should be greater than 10 times the maximum number of inner or outer model links pointing at any latent variable in the model (Goodhue et al., 2012). In our study, the maximum number of inner or outer model links pointing at a latent variable is 5 which means 10 times of 5 is 50, hence, the minimum sample size is 50. Although PLS is well known for its capability of handling small sample sizes, it does not mean that your goal should be to merely fulfil the minimum sample size requirement.

Therefore, approximately 321 females received the questionnaire and among them, 236 were willing to install the menstrual tracking mobile app. The age of the
respondents ranges from 15 to 40. Regarding educational qualifications, 61.3% of the participants were post-graduates and some college graduates (32.6%). Among the respondents, 40.3% stated that they have a prior experience with menstrual tracking app.

**Measures**

The measurement scales used for the constructs are presented in Table 1. All the constructs are reflective in nature. Seven-point Likert scales were used to measure the constructs. The three-item scale for user comprehension was adopted from Aïmeur et al. (2016). Privacy fatigue was measured using the scale adopted from Choi et al. (2018). A three-item scale was adopted from Aïmeur et al. (2016) for measuring privacy data control and the disclosure intention was measured using the scale adopted from Zhu et al. (2021) with some modifications.

**Table 1: Measures**

<table>
<thead>
<tr>
<th>Construct</th>
<th>Source</th>
<th>Items</th>
</tr>
</thead>
<tbody>
<tr>
<td>Privacy Fatigue</td>
<td>Choi et al., 2018</td>
<td>1. Dealing with privacy in the Menstrual tracking app is exhausting</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. I’m not in a good mood when I’m dealing with the privacy issues in the Menstrual tracking app</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. I’m not so interested in the privacy issues of the Menstrual tracking app</td>
</tr>
<tr>
<td></td>
<td></td>
<td>4. I have doubts about the significance of privacy in the Menstrual tracking app</td>
</tr>
<tr>
<td>User Comprehension</td>
<td>Aïmeur et al., 2016</td>
<td>1. The content of this policy makes sense to me.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. Important information is easily identifiable.</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. I understand all the issues related to my privacy</td>
</tr>
<tr>
<td>Disclosure Intention</td>
<td>Zhu et al., 2021</td>
<td>1. In order to use the services of the Menstrual tracking app, I would like to disclose relevant data</td>
</tr>
<tr>
<td></td>
<td></td>
<td>2. In order to use the service of the Menstrual tracking app, I will probably disclose relevant information</td>
</tr>
<tr>
<td></td>
<td></td>
<td>3. In order to use the services of the Menstrual tracking app, I tend to provide relevant data</td>
</tr>
</tbody>
</table>
Common Method Bias

Due to the same measurement environment, source, and context, we tested for common method variance. As a result of applying Harman's single-factor method to address this concern, the five constructs have a variance of 48.84%, which is below the threshold of 50% (Podsakoff et al., 2003), suggesting that common method variance is absent and does not affect the robustness of results significantly.

Data Analysis

As we used a non-probability sampling technique, the gathered data was not normally distributed. Hence, we opted for Partial Least Square-Structural Equation Modelling (PLS-SEM) with SmartPLS 4.0 to test the hypotheses. Although PLS-SEM provides similar results to its parametric alternative, Covariance Based-SEM, PLS-SEM does not require the data to follow a normal distribution (Dash & Paul, 2021).

Assessment of Measurement Model

Smart PLS 4.0 was employed to find out the result of assumption testing. A consistent PLS algorithm was carried to find the results of reliability analysis, discriminant validity and the VIF values. Based on the results presented in Table 2, Cronbach's alpha ranged from 0.759 to 0.936, and composite reliability ranged from 0.856 to 0.951, both above the benchmark value of 0.7 (Sarstedt et al., 2022). Furthermore, the average variance extracted (AVE) values were higher than the benchmark value of 0.5 (Sarstedt et al., 2022). The measurement model was found to possess good convergent validity and reliability. A discriminant validity test was also conducted using the HTMT criterion, as shown in Table 3, where it can be seen that the value is within the threshold value of 0.90 (Teo et al., 2008). These results demonstrate that the measurement model has satisfactory results.
Table 2: Results of Reliability Analysis

<table>
<thead>
<tr>
<th>Construct</th>
<th>Number of items</th>
<th>Cronbach’s alpha</th>
<th>Composite reliability</th>
<th>Average variance extracted (AVE)</th>
</tr>
</thead>
<tbody>
<tr>
<td>DI</td>
<td>3</td>
<td>0.759</td>
<td>0.856</td>
<td>0.669</td>
</tr>
<tr>
<td>PDC</td>
<td>3</td>
<td>0.906</td>
<td>0.941</td>
<td>0.842</td>
</tr>
<tr>
<td>PF</td>
<td>4</td>
<td>0.823</td>
<td>0.883</td>
<td>0.657</td>
</tr>
<tr>
<td>COMP</td>
<td>3</td>
<td>0.936</td>
<td>0.951</td>
<td>0.797</td>
</tr>
</tbody>
</table>

Note: DI=Disclosure Intention, PDC=Privacy Data Control, PF=Privacy Fatigue, COMP=Comprehension

Table 3: HTMT Ratio Results

<table>
<thead>
<tr>
<th>Construct</th>
<th>Comprehension → Disclosure Intention</th>
<th>Disc Intention</th>
<th>Privacy Data Control</th>
</tr>
</thead>
<tbody>
<tr>
<td>Disclosure Intention</td>
<td>0.636</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Privacy Data Control</td>
<td>0.899</td>
<td>0.665</td>
<td></td>
</tr>
<tr>
<td>Privacy Fatigue</td>
<td>0.801</td>
<td>0.555</td>
<td>0.595</td>
</tr>
</tbody>
</table>

Assessment of Structural Model

The structural model results were obtained through SMART PLS 4.0 software, and the results show that the model has a good fit (SRMR= 0.058 and NFI= 0.88). The R square ranged found to be ranging from 0.38 to 0.64, and the Q square ranged from 0.376 to 0.635. $F^2$ effect size statistic specifies if the removal of an independent variable from the model can have a substantial impact on the dependent variable (Hair et al, 2011). The analysis results of $F^2$ statistics show that in the context of the present study, a small effect of 0.052 and 0.026 for the dependent variable which is disclosure intention (see Table 4).

Table 4: $F^2$ Results

<table>
<thead>
<tr>
<th>Relationships</th>
<th>$F^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Comprehension → Disclosure Intention</td>
<td>0.011</td>
</tr>
<tr>
<td>Comprehension → Privacy Fatigue</td>
<td>1.068</td>
</tr>
<tr>
<td>Comprehension → Privacy Data Control</td>
<td>2.181</td>
</tr>
<tr>
<td>Privacy Fatigue → Disclosure Intention</td>
<td>0.026</td>
</tr>
<tr>
<td>Privacy Data Control → Disclosure Intention</td>
<td>0.052</td>
</tr>
</tbody>
</table>
The bootstrapping method (N = 5000) was used to test the paths stated in the hypotheses and the results are presented in Figure 2. The results show that comprehension (β = 0.183, t = 1.353, p > 0.01) has an insignificant impact on disclosure intention, thus, H₁ is rejected. However, users’ comprehension of privacy policy has a negative impact on privacy fatigue (β = -0.719, t = 22.315, p < 0.01) and, has a positive impact on privacy data control (β = 0.828, t = 36.272, p < 0.01), hence, H₂ and H₄ are supported. Privacy fatigue was found to have a significant but negative impact on the disclosure (β = -0.184, t = 2.804, p < 0.01) and privacy data control (β = 0.322, t = 3.07, p < 0.01) have a positive impact on disclosure intention. Thus, H₃ is not supported (since it was hypothesised that privacy fatigue would have a positive impact on disclosure intention) while H₅ is supported (see Table 5).

### Figure 2: PLS-SEM Path Diagram

![Path Diagram]

### Table 5: Results of Hypothesis Tests

<table>
<thead>
<tr>
<th>Path</th>
<th>Original Sample Mean</th>
<th>Sample Mean</th>
<th>Standard Deviation</th>
<th>t</th>
<th>p</th>
<th>Decision</th>
</tr>
</thead>
<tbody>
<tr>
<td>H₁: Comprehension → Disclosure Intention</td>
<td>0.183</td>
<td>0.165</td>
<td>0.135</td>
<td>1.353</td>
<td>0.177</td>
<td>Not Supported</td>
</tr>
<tr>
<td>H₂: Comprehension → Privacy Fatigue</td>
<td>-0.719</td>
<td>-0.719</td>
<td>0.032</td>
<td>22.315</td>
<td>0.00</td>
<td>Supported</td>
</tr>
<tr>
<td>H₃: Privacy Fatigue → Disclosure Intention</td>
<td>-0.184</td>
<td>-0.193</td>
<td>0.066</td>
<td>2.804</td>
<td>0.005</td>
<td>Not Supported</td>
</tr>
</tbody>
</table>
Path | Original Sample | Sample Mean | Standard Deviation | t | p | Decision
--- | --- | --- | --- | --- | --- | ---
H₄: Comprehension → Privacy Data Control | 0.828 | 0.829 | 0.023 | 36.272 | 0.00 | Supported
H₅: Privacy Data Control → Disclosure Intention | 0.322 | 0.335 | 0.105 | 3.07 | 0.002 | Supported

**Structural Model Assessment for Indirect Effect (Mediating Effect)**

Privacy fatigue and privacy data control play an intermediary role in the relationship between user comprehension of privacy policies, and disclosure intention. Considering that the sample data do not meet the requirements of a normal distribution and the data size is relatively small, we used the bootstrapping method (N = 5000) for the test (Carrión et al., 2017). The results are shown in Table 3. In this study, there are two mediation paths, COMP→PF→DI and COMP→PDC→DI. The direct effect of comprehension of privacy policies on the disclosure intention was found to be insignificant. Both the indirect effects were found to be significant which indicates a case of indirect –only mediation (Zhao et al., 2010) since there exists an indirect effect, but the direct effect of comprehension of privacy policies on the disclosure intention does not exist. This indicates that privacy policy comprehension impacts disclosure intention only indirectly through privacy fatigue and privacy data control (Zhao et al., 2010).

**Table 6: Results of the Mediation Effects**

| Path | Direct Effect | Specific Indirect Effect | Total Indirect Effect | Total Effect | Type of mediation
---|---|---|---|---|---
Comprehension → Privacy Fatigue → Disclosure Intention | 0.183 (Insig.) | 0.132* | 0.399* | 0.582* | Indirect only
Comprehension → Privacy Data Control → Disclosure Intention | 0.183 (Insig.) | 0.267 * | 0.399* | 0.582* | Indirect only

Note: *p < 0.001; Insig. – Insignificant
Discussion

In summary, some interesting results can be gleaned from this study. Even though the study’s subject of interest was menstrual tracking applications, the key findings could be generalised to mHealth apps since the nature of data collected is similar. According to the study, the first finding is that users understanding of privacy policies plays a key role in their decision to disclose their information though there is no direct impact. According to the study, ease of comprehension of privacy policies contribute to share personal information only indirectly through privacy data control and privacy fatigue. These findings can be discussed in relation to previous research as follows.

Second, the results provide the answer to one of the research questions, namely, whether there exists a parallel mediation path and which path is stronger. The stronger mediation path is the path where privacy data control exerts a stronger positive impact on the disclosure intention than the privacy fatigue ($|\beta_1| = 0.267 > |\beta_2| = 0.132$). That is, the impact of privacy policy comprehension on greater privacy control leads to a greater disclosure intention in this study. The respondents in this study were given the option to opt-out as a part of the privacy policy, which entails collecting and processing personal data until the user takes affirmative action to opt-out (Degryse & Bouckaert, 2006). Another way of expressing it is that users are given greater control over their data through the privacy policy. This ability to control their private data which is clearly communicated in the policy appears to be the most critical factor that influences their trust in menstrual tracking applications (Aïmeur et al., 2016). Users’ ability to understand how their data is used and consent explicitly asked for in the policy (Aïmeur et al., 2016; Degryse & Bouckaert, 2006), thus appears to lead to a greater willingness to disclose information.

Third, in the present study, it could be observed that privacy fatigue has a negative impact on the disclosure intention of the menstrual tracking app users which is opposite to the hypothesis stated. According to some past literature, privacy fatigue positively impacts privacy disclosure intentions (Choi et al., 2018; Zhu et al., 2021) because fatigue reduces people’s willingness to spend time and energy on managing private data (Choi et al., 2018). Our findings contradict with the past literature (Choi et al., 2018; Tang et al., 2020; Zhu et al., 2021;) where privacy fatigue was found to have a positive impact on the users’ disclosure intention, while in the present study, privacy fatigue was found to have a negative impact on the users’ disclosure intention. The reason could be the nature of the menstrual tracking app which requires very intimate information from the users because of which users tend to be more cautious in disclosing information (Fowler et al., 2020).
Theoretical Implications

This study makes several theoretical contributions. First, it widens the research in the users privacy decision making regarding information disclosure in the area menstrual tracking applications. There are few empirical studies pertaining to this area where the impact of privacy policy comprehension on the disclosure intention are analysed. Since menstruation-tracking app is unique among other apps because it is intimate in nature, misalignment between actual and intended use can occur due to an inability to communicate relevant terms (Fowler et al., 2020). This highlights the importance of this study. Second, the study incorporated an opt-out option in privacy policy of the scenario provided to the participants and used privacy data control as a mediating variable. The results have indicated the stronger mediating effect of data control on the disclosure intention in the FemTech apps. It is possible that when the users were given an opt-out option, they perceived themselves to be more capable of controlling their own information, thus suggesting it to be a correct addition to the privacy policies of FemTech apps as stated in the privacy data control literature (Degryse & Bouckaert, 2006).

Managerial Implications

This study entails certain implications for mobile health application providers. First, as the perception of users regarding privacy data control can be enhanced by implementing a highly comprehensible privacy policy, operators and designers should focus on privacy policies easier to understand (Aïmeur et al., 2016). The present study’s findings will encourage the providers of mHealth applications to implement a clear and easy-to-read format to make privacy policies easily understandable to users. Using openness and transparency as the basis for their applications, they should consider improving readability, simplicity, and humanisation (Aïmeur et al., 2016; Degryse & Bouckaert, 2006). This will increase the users sense of privacy data control, and thereby, their willingness to disclose information. Secondly, operators and designers should consider providing a broader range of service function setting permissions that cover the privacy control needs of users as well (Degryse & Bouckaert, 2006). Users will perceive significant benefits from a privacy function that gives them control (Guo et al., 2022). Users daily use of the application could also be taken into account when determining privacy settings (Aïmeur et al., 2016; Guo et al., 2022).

The area of mHealth applications is plagued by privacy fatigue (Zhu et al., 2021). One way in which privacy fatigue may contribute to user disclosure is that it increases the risk of user disclosure of their health information (Fowler et al., 2020; Zhu et al., 2021). Our study findings signify that privacy fatigue has a detrimental impact on the
disclosure intention of the users, which contradicts past literature (Choi et al., 2018; Zhu et al., 2021; Tang et al., 2020). As noted previously, this could be because apps such as the menstrual tracking app require very intimate information of the users. Thus, developers of mHealth apps that use highly sensitive personal data should be extra careful in clearly explaining their privacy policies.

**Conclusion**

This study took into consideration the menstrual tracking applications which deals with data of sensitive nature and their diverse uses which can generate several risks. Privacy policy plays a critical role in this type of health app because it is the channel through which the users put their trust in the app providers and disclose their personal information in return for the service promised by the application. A privacy policy which can easily be comprehended by users and instils the trust of users on the app, will eventually lead to the development of the FemTech industry. The rise of FemTech industry could contribute to women empowerment. Simple and efficient solutions are required for menstrual tracking app users to regain their trust after privacy fatigue. It has been recommended that policies should be simplified, smart contracts should be applied to policy formulation, and technologies should be introduced to protect users' anonymity while sharing personal data are some solutions to the paradox of privacy fatigue. Providing more flexibility in their privacy policies and giving users more control over their data is the right way to improve privacy. Thus, a privacy policy with an easily comprehensible content and the power given to the users to have a control over their data while using the menstrual tracking app could be a game-changer in the FemTech industry.

**Scope for Future Research**

This study adopts a scenario-based questionnaire for the data collected and is a cross-sectional study. It could also be carried with the help of a quasi-experimental research design, especially with the use of data control mechanisms such as opt-out options. Here, the disclosure intention is being studied, future studies could study the actual behaviour which could provide some interesting observations. Future studies could also consider the impact of personality traits and factors related to technology users’ privacy decision-making paths, since the mobile health industry is gradually developing and evolving.
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**Appendix**

**The Scenario**

Flo is a menstrual tracking app which is on a mission to build a better future for female health. This app also wants to build a better and more inclusive future for all people who...
It's AI-powered tech, personalised insights and tailored support helps the users feel more in control every day.

Since it is a mHealth app, it collects information such as
- Name
- Email address
- Year of birth
- Password or passcode
- Place of residence and associated location information including time zone and language
- ID (for limited purposes)

When you sign up to use the services, you may choose to provide personal data about your health and well-being such as:
- Weight
- Body temperature
- Menstrual cycle dates
- Details of your pregnancy (if you select the pregnancy mode)
- Various symptoms related to your menstrual cycle, pregnancy and health
- Other information about your health (including sexual activities), physical and mental well-being, and related activities, including personal life.

How We Use Your Personal Data

We will not collect and use your personal data without letting you know. Depending on which features of the services you use, we will process your personal data based on one or more of the following legal bases:
1. **Your consent.** For example, on the registration screen when you give us permission to process your Personal Data.
2. **To fulfill our contractual obligations to you in order to provide the Services to you.**
3. **Legitimate interest.** We may process your Personal Data in relation to our interests in providing the Services to you, our commercial interests, including our interest in protecting the security and integrity of the Services, and wider societal benefits.
4. **Legal obligation.** We may be obligated to process some of your Personal Data to comply with applicable laws and regulations.

- I agree
- I do not agree
- I wish my personal data to be collected only when I give my explicit agreement and only to be used for my service
Since our private data is taken into consideration, privacy portal or policy plays an important role. Above was an excerpt of the privacy policy of the Flo app and below is the image of the privacy portal of the Flo app.